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Abstract

Deep learning has been increasingly used in bioinformatics, especially in sequence-based protein prediction tasks, as large
amounts of biological data are available and deep learning techniques have been developed rapidly in recent years. For
sequence-based protein prediction tasks, the selection of a suitable model architecture is essential, whereas sequence data
representation is a major factor in controlling model performance. Here, we summarized all the main approaches that are
used to represent protein sequence data (amino acid sequence encoding or embedding), which include end-to-end
embedding methods, non-contextual embedding methods and embedding methods that use transfer learning and others
that are applied for some specific tasks (such as protein sequence embedding based on extracted features for protein
structure predictions and graph convolutional network-based embedding for drug discovery tasks). We have also reviewed
the architectures of various types of embedding models theoretically and the development of these types of sequence
embedding approaches to facilitate researchers and users in selecting the model that best suits their requirements.
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Introduction
Machine learning techniques for extracting knowledge from
data have been widely used in bioinformatics [1–8]. Traditional
machine learning models, which include support vector
machine (SVM), random forest (RF) and Bayesian networks, have
been initially applied, for example, to predict gene expression
and gene function from sequences; to identify DNA motifs
such as transcription factor binding sites; and to predict
protein–protein interactions, secondary structures, protein–
nucleic interactions and protein functions [9–26]. In these
models, feature extraction should be preliminarily conducted,
usually through other applications, and selected features
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are used as input to machine learning programs. In protein
tasks, these features include protein amino acid composition
information, physicochemical properties of amino acids and
protein evolutionary information features, and they are used
as feature vectors to encode proteins [27, 28]. For the tradi-
tional machine learning approach of using extracted features,
preprocessing is required for learning based on statistical
measures to assign a score to each feature, and the features
are ranked according to their scores and are either kept to form
feature vectors that represent protein sequences or removed.
The feature extraction methods are typically univariate and
consider features independently. In this approach, if feature

D
ow

nloaded from
 https://academ

ic.oup.com
/bfg/article/20/1/61/6126091 by guest on 30 M

arch 2023

https://academic.oup.com/
http://orcid.org/0000-0001-7055-3813
http://orcid.org/0000-0002-4934-1258
http://orcid.org/0000-0001-6406-1142


62 Cui et al.

selection fails, the machine learning algorithm will not be able
to realize satisfactory performance. In addition, the extraction
of some features, such as the position-specific scoring matrix
(PSSM) [29], which is a type of protein evolutionary information
feature, requires substantial computation time. The protein
representation that use traditional machine learning based on
feature extraction are computationally complex and has some
limitations, therefore is typically suitable for small-scale data.

Deep learning, which is a flexible evolution of machine
learning, has recently become increasingly popular in bioinfor-
matics because it typically outperforms traditional approaches,
especially with large training datasets [30–32]. In recent years,
biological data have been available on a large scale; for instance,
the number of available protein sequences has increased
exponentially in the past decade (Supplementary Figure S1).
In contrast to traditional machine learning techniques, deep
learning approaches do not require third-party applications to
obtain feature information for sequence numerical representa-
tion. Instead, they can learn rich data representations directly
from raw input sequences.

Representation learning, also namely the amino acid
encoding or embedding in which sequence data are converted
to numerical vectors, influences predicting model performance
[33, 34]; therefore, a wide variety of sequence embedding
schemes, which are described in detail in Table 1, have been
used in protein prediction tasks. For example, a commonly
employed representation scheme, namely, one-hot encoding,
has been applied for the prediction of protein function [35] and
to protein classification prediction problems [36–39], such as
the prediction of nucleic binding proteins and protein motifs
and protein subcellular localization, and computer-aided drug
development. The word2vec technique [40, 41], which is a widely
used word-embedding method in natural language processing
(NLP), accepts a large corpus of text as input and assigns a
corresponding vector representation to each unique word in
the corpus; it has recently received substantial attention in
proteomics [42, 43] because words in similar contexts can be
embedded in similar vector spaces and a large-scale biological
data set can be regarded as a corpus. The doc2vec model [44],
which is an extension of word2vec, can learn embedding vectors
for entire sentences or documents and can be used to represent
biological sequences (e.g. DNA, RNA and protein sequences).
Previous studies suggest that the embeddings that are learned
from many types of variants of word2vec and doc2vec models
can be applied for prediction in universal binary classification
problems, such as disordered protein identification and protein
family classification, and for prediction in protein functional
problems, for example, for the prediction of properties of related
proteins [45]. More recently, a new language model for NLP,
namely, the bidirectional encoder representation from trans-
formers (BERT), was proposed by researchers from Google [46].
BERT attracted substantial attention upon publication due to its
state-of-the-art performance on many natural language under-
standing tasks. Within bioinformatics, BERT for biomedical text
mining, namely, BioBERT [47], significantly outperforms the
previous state-of-the-art models. Therefore, we can foresee the
application of BERT in other bioinformatics studies. Another
type of sequence representation learning method is a new
statistical representation that uses deep learning for protein
sequences, which was proposed by Alley. It can realize a unified
representation for protein engineering because the learned
representation of proteins is semantically rich and structurally,
evolutionary and biophysically grounded [48].

Nevertheless, to the best of our knowledge, in bioinformatics,
the protein sequence representation learning approaches have
yet to be comprehensively classified. Therefore, here, we
categorized sequence representation approaches that are
used in deep learning applications of protein tasks into four
groups: end-to-end learning-based sequence representation
approaches, non-contextual sequence embedding methods,
transfer learning-based sequence representation approaches
and other representation approaches for some specific tasks
(such as extracted features-based representations for protein
structure prediction [49, 50] or graph computation-based
representations for drug discovery tasks [51–53]), as presented in
Table 1. Moreover, we review the development of the sequence
representation technology and the architectures of types of
embedding models theoretically, and we compare the sequence
representation approaches of each group, for the purpose of
facilitating researchers and users in selecting the model that
best suits their requirement.

Overview of protein sequence
representation approaches
Deep learning applications in proteomics, such as predicting
protein–protein interactions or secondary structures from pro-
tein primary sequences, consist of three main parts: represen-
tation learning for amino acid sequences (amino acid encoding
or embedding), deep neural network architecture and prediction
outputs. Among these parts, the representation of sequence
data is a key step for machine learning-based protein predic-
tions [54, 55]. Four categories, namely, one-hot encoding-based
simple embedding mechanism as the representative for end-to-
end learning approaches (sequence representation in Figure 1a),
non-contextual embedding-based and transfer learning-based
representation approaches (both of them are the pretraining
sequence representation type as described in Figure 1b), and
other representation approaches that base on extracted fea-
tures or graph computation for some specific tasks, are formed
according to the learning mechanism of a various types of pro-
tein sequence representation models. The thing needs to be
explained is that the sequence-based protein prediction tasks
are similar to the problems of NLP, thus the representation learn-
ing approaches especially the representation approaches of the
first three groups have the benefit of the development of the lan-
guage model. Basically, except representation approaches of the
fourth group, from the emergence of end-to-end learning-based
representation methods to non-contextual embedding, and to
transfer learning-based representation, the protein representing
techniques can be described over the time.

In most traditional machine learning models for protein
tasks that has struggled for decades since 2000s, many types
of features are extracted by independent modules (in protein
tasks, features are manually extracted, such as protein sequence
attributes and physicochemical properties of amino acids) and
as input for the task model. The training of independent feature
extraction modules is conducted separately from the training
of the task model, and the result of each module substantially
affects the final task results. To address this problem, end-to-
end learning, which is a popular type of deep learning process in
NLP, is introduced for protein task modeling with the explosion
of the number of available protein sequences since the early
2010s. Then, to avoid the sensitivity to the training dataset that is
observed in the task architecture that uses end-to-end scheme,
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Sequence representation approaches 65

Figure 1. Architectures of different types of sequence representation schemes. (A) Task model architecture with end-to-end representation learning. Sequence

representation learning, a one-hot encoding-based simple embedding scheme (the components in the dotted-line), is combined with the training of the subsequent

network layers. (B) Task model architecture with pretraining-based sequence representation, including non-contextual embedding and transfer learning-based

representation models. The pretraining embedding models include word2vec model (non-contextual embedding), LSTM-based and transformer-based models

(transfer learning-based embedding), architectures of which are presented in C–E, respectively. (C) A training model of word2vec embedding scheme: skip-gram model

(a sample of window size C = 4). The number of the surrounding words of the target word is C, and the window size is C + 1, here C equals to four. (D) An architecture

of LSTM-based representation scheme: ELMo. The ELMo vector is the final sequence representation that is formed by embedded token representation (x1, x2, . . . , xN)

(colored in green), results of two (L = 2) hidden layers (rectangles in light and dark red). The token representation is obtained by embeddings (text block in green)

that are usually calculated by some context-independent embedding approaches. The oval in blue of each layer refers to LSTM cell, detailed architecture of which is
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unsupervised pretraining-based representation learning for
protein sequences has emerged in protein modeling since a
range of unsupervised pretraining technologies for language
model learning have shown remarkable performance on many
NLP tasks. In addition, it has been shown that pretrained
models can learn universal language representations on a
large unlabelled corpus, which are beneficial for downstream
tasks because the training of a new model from scratch can
be avoided. Recent studies have shown that the pretrained
models that have emerged in NLP can be applied for learning
protein representations from massive amino acid sequence
datasets. The pretrained learning approaches, such as word2vec
embedding [40] as the representative for non-contextual
embedding mechanism, and ELMo-based (Embeddings from
Language Models, ELMo [56]) and BERT-based representation
model [46] as sequence representation based on transfer
learning that have just emerged in the past2 years, have become
popular one after another. The pretrained learning embedding
models aim at learning a continuous representation for each
word in a document, which is implemented by unsupervised
learning models. The architecture of these learning models has
advanced from shallow to deep due to complicated factors, such
as the development of computational power, training skills
and machine learning methods. Traditional non-contextual
embedding utilizes word2vec models as representatively
shallow, three-layer neural networks, such as skim grams (Figure
1c), whereas transfer learning-based representation model
architectures, which include long short-term memory-based
(LSTM-based) architectures (e.g. ELMo as presented in Figure
1d) and transformer-based architectures (e.g. BERT) model, as
presented in Figure 1e), are deep neural networks.

To reveal the comparison of each type of representation
learning approaches and to select a suitable model architecture
for downstream tasks, the architecture of sequence represen-
tation learning and its working principle must be presented in
detail. In the section below, we introduce the categories of amino
acid sequence representation learning approaches and describe
in detail the mainly architectures of each type of embedding
model (architectures of different representation schemes are
presented in Figure 1).

End-to-end representation learning
for protein sequences
The term ‘end-to-end’ means that a machine learning model can
directly convert input data into a prediction output bypassing
the independent intermediate steps that are typically conducted
in a traditional pipeline [57, 58]. Within the end-to-end learning
process, between the input data and the final output (from
end-to-end), the intermediate layers of the task architecture are
trained as one large part that can be treated as a black box, which
demonstrates that it emphasizes the entire sequence task rather
than a part of the system.

To input primary protein sequences into the task model, the
amino acid sequences should be encoded and embedded into
a continuous numerical vector that can be computed by the

computer. A one-hot encoding-based simple embedding scheme
(sequence representation in Figure 1a) is the originally widely
used protein representation scheme in the end-to-end learning
model of protein tasks. In simple terms, the process is as follows:
The amino acids in the protein sequence are represented by one-
hot vectors and embedded into a continuous vector that is fed
to the next layers of the task model. The embedding learning
of the protein sequence is combined with the training of the
subsequent network layers.

One-hot encoding, which is a sparse encoding (colored in
yellow in Figure 1a), represents an amino acid by a vector (a
binary variable) of length 20 that contains a single one and 19
zeros, where 20 refers to the total number of common amino
acids that are required for protein synthesis in all organisms.
The process of one-hot encoding can be simply described as
follows: Typically, each amino acid in a sequence is represented
by an integer value that ranges from 0 to 19, and each integer is
converted into a binary vector (called a ‘one-hot vector’).

Then, the binary variable is multiplied by a weight matrix (the
parameters that are learned from the model training) to obtain
a new numeric vector — the final embedded representation of
an amino acid. It can be expressed as vi = Wxi, where xi is
a 20-dimensional one-hot vector of the i-th amino acid in the
sequence; W ∈ Rd×20 is the weight matrix, which can be updated
by fitting a deep neural network; and vi is the final embedded
vector of the i-th amino acid in the protein sequence. d is the
dimension of the embedded vector vi and is the parameter that
we should determine. Regarding the dimension of the embedded
vector, a value between 100 and 128 may be a satisfactory choice
based on previous experience. We refer to this simple process as
regular embedding, and it is usually implemented by an embed-
ding layer of Keras (a deep-learning application programming
interface that is written in Python) or convolutional layers.

Previous studies have shown that the end-to-end learning
model may be able to capture the physicochemical similarities
and differences between amino acids, but the learned character-
istic information of amino acids differs among tasks and model
architectures [30]. Arguably, the task models that use end-to-end
learning enable the capture of the characteristic information of
amino acids that is related to the specified task, namely, the
end-to-end learning models may learn meaningful numerical
representations for protein sequences.

Two main observations are made regarding the end-to-
end learning scheme: (1) End-to-end learning requires a
large amount of labeled data for training, and for each task,
the larger and higher quality the dataset, the better the
prediction performance that can be realized. (2) The embedding
dimensionality is a critical hyperparameter that should be
determined according to the task architecture and should not
be too small. In addition, there is a limitation when using
end-to-end sequence representation scheme. The protein-
related task with end-to-end learning is a type of supervised
deep learning, a large set of labeled data is required for
learning a valuable representation of amino acid sequences
to the realize satisfactory prediction performance. However,
the construction of large-scale labeled datasets is expensive

presented in (F). (E) An architecture of transformer-based representation model: BERT. Representations of inputs (rectangles in dark yellow) are obtained by summing

three embedding vectors of inputs: token embeddings, segment embeddings and position embeddings. Ovals in blue refer to encoder blocks of transformers, and

architecture of transformer is presented in I. (F) LSTM cell architecture at the k-th time step. (G) The classic encoder–decoder framework. (H) Framework of the

encoder–decoder with attention mechanism. (I) Transformer architecture. Encoders (blocks in gray) are stacked one the left, while stacked decoders (blocks in gray) are

on the right. A vector of positional encoding is added with the embedding vector of input words before the first encoder layer and the first decoder layer. The outputs

of the final encoder layer are passed into each of decoders. Results of decoders are computed one by one by using all of results that are predicted at previous steps, as

presented that yi is generated through /s, y1, . . . , and yi−1, where "/s" refers to the start of sequence. Abbreviations: LSTM, long short-term memory; ELMo, embeddings

from language models; BERT, bidirectional encoder representations from transformers.
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due to the high annotation costs; therefore, comparatively, not
so many high-quality labeled data are available in the protein
databases (such as the manually annotated and reviewed data
of UniProtKB/Swiss-Prot in Supplementary Figure S1).

Non-contextual embedding learning
for protein sequences
Non-contextual word-embedding techniques aim at learning a
global word embedding by ignoring the differences in the mean-
ings of words among contexts. Within bioinformatics, word2vec
was the most popular non-contextual word-embedding scheme
for biological sequences prior to the emergence of representa-
tion models with deep architecture. The word2vec algorithm
[40, 41] uses a neural network model (a skip-gram model) to
learn word embeddings from a large corpus of text, and the
process can be described in three steps: (1) forming a vocabu-
lary from all the unique words in the text. The final objective
is to learn a numerical vector for each of the words in this
vocabulary; (2) constructing a model for training. Two model
architectures, namely, continuous bag-of-words [59, 60] and skip-
grams [40, 59, 60], can be utilized for the word2vec algorithm,
while skip-grams (Figure 1c) are widely used both in NLP and
bioinformatics; and (3) training the model using samples of type
(input_word, output_word), which are selected by sliding context
windows across the text. The words in the context include
the cente word (target word) and surrounding words (context
words) of the center word, which are used as input words and
output words, respectively, to form the training samples. The
size of the context window is determined by the window width
w, namely, the number of words on either side of the target
word.

Regarding the training model, the skip-gram (Figure 1c)
model is trained to learn embeddings that predict the probability
of a surrounding word occurring given a center word, in which
the center word (the target word) is at the input layer and the
context words (the surrounding words) are on the output layer.
{(x, ti)} denotes training samples from one contextual window,
namely, {(x, t1 ), (x, t2), . . . , (x, tC)}, where x is the input word (target
word) and {x1, x2, . . . , xV} is its one-hot vector representation as
units of the input layer, the dimension of which is the vocabulary
size V, and C is the number of the surrounding words in the
window and the window size w = C + 1. ti is the actual i-th
output context word and can be represented by a one-hot vector
{tij}, for j = 1, 2, . . . , V, and tij will only be 1 when the j-th word
in the vocabulary is the output word; otherwise, tij = 0. yi for
i = 1, 2, . . . , C is the prediction result of the i-th output word
ti; hence, a total of C multinomial distributions (y1, y2, . . . , yC) are
outputs on the output layer, and each of them can be represented
as {yij}, for i = 1, 2, . . . , C and j = 1, 2, . . . , V, the value of which is
the predicted probability that the i-th output context word is the
j-th word in the vocabulary.

The training objective of the model is to minimize the
prediction error on the units between the actual output tij and
the prediction output yij by the backpropagation algorithm. How-
ever, the trained model is not required, and the objective of train-
ing is to obtain the final updated weights between the input layer
and the hidden layer, which are represented as matrix WV×N. It
is proven that each row of the weight matrix is the embedded
vector representation of the target word in the previous study
[60]. The parameter N is the dimension of the word vector and
should be customized. Through the word2vec scheme, a vocabu-
lary of words and the corresponding vector of each unique word

in the vocabulary are acquired by training on the large corpus of
text, and the word embeddings can be used for the downstream
tasks. The following points should be considered:

(1) The pretrained word embeddings of word2vec are static
global embeddings because the embedded vector of a word
is always the same regardless of where it occurs. The dif-
ferences in meaning of a word among sentences cannot be
distinguished as each word has only one embedding.

(2) Similar words can be embedded close to one another in the
vector space.

(3) An input word with a V-dimensional one-hot representa-
tion is embedded into an N-dimensional continuous vec-
tor, and V is typically much larger than N, namely, the
word2vec model can embed words from a discrete space
with high dimensionality into a continuous space with low
dimensionality.

(4) The window width w and the dimensionality of the word-
embedding vector N are important embedding hyperparam-
eters and should be adjusted in the embedding model.

(5) Within bioinformatics, splitting the sequence into words
is the key step in the word2vec embedding scheme. In
previous studies, protein sequences have been typically
represented by lists of n-grams that represent n consecutive
amino acids of a protein sequence as a single unit.

Transfer learning-based representation
learning for protein sequence
Transfer learning-based representation learning schemes can be
roughly divided into LSTM-based and transformer-based embed-
dings, both of which use the deep neural network architecture.
Pretrained models that are based on popular language models
such as ELMo (Embeddings from Language Models) [56] and
BERT [46] are representative models of the two types of deep
contextualized word representations.

LSTM-based embedding schemes

(ELMo and its derived models). LSTM-based embedding schemes
refer to sequence representation approaches that use unsu-
pervised learning that is implemented by the architectures of
multiple layers of bidirectional or unidirectional LSTMs, which
take the form of next-token prediction. A model is trained on a
huge dataset of unlabelled sequences to predict the most likely
next token in a sequence based on all previous tokens of this
sequence, which is represented as p(xi|x1, x2, . . . , xi−1), where xi is
the token at position i of the sequence and each token is typically
a character or a word in the sequence. For protein tasks, such as
secondary structure prediction and localization prediction [61],
the LSTM-based sequence representation approaches are typi-
cally conducted on the character level, namely, each amino acid
in the sequence as one token is the input of the representation
learning model.

The representation learning models that are based on ELMo
[56] and its variants are widely used LSTM-based embedding
schemes. The ELMo model (Figure 1d) is a task-specific linear
combination of the intermediate layer representations from the
bidirectional LSTM language model, which is a contextual and
non-static word-embedding scheme. The process of training the
bidirectional LSTM model on a large dataset and computing the
ELMo vectors for the downstream tasks can be broadly described
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by the following steps: (1) Prepare and preprocess data. An unsu-
pervised dataset for pretraining the LSTM-based representation
model and a supervised dataset for training the downstream
task model are required. A vocabulary file that contains all
unique tokens in the unsupervised dataset should be created.
The training data for the representation learning model are
tokenized sequences. (2) Train the bidirectional representation
model on the large dataset of unsupervised sequences. The
model combines both a forward language model and a backward
representation model, which contain L-layer forward and back-
ward LSTMs (L hidden layers), respectively. The model training
aims at predicting the next token for each input token in the
sequence, in which for a sequence of N tokens, (t1, t2, . . . , tN), both
the forward and backward representation models compute the
probability of the sequence by modeling the probabilities of each
token, namely, p(tk|t1, . . . , tk−1) and p(tk|tk+1, . . . , tN), respectively,
for k = 1, 2, . . . , N. Thus, the loss of training is calculated as
the sum of the log likelihoods of the forward and backward
directions: Loss = ∑N

k=1(log p(tk|t1, . . . , tk−1) + log p(tk|tk+1, . . . , tN)).
Finally, the trained model and a set of 2L + 1 representations for
each token, which include the hidden states of each of L hidden
layers in two directions and the input of the embedded vector,
namely, Rk = {xk, hforward

k,j , hbackward
k,j |j = 1, 2, . . . , L}, are acquired. (3)

Compute the ELMo vector for a specified downstream task by
training the task model on the supervised dataset. The learned
set of representations can form the ELMo vector for each token,
namely, ELMotask

k = E(Rk; �task) = γ task(
∑L

j=0 stask
j hk,j), in which �task

denotes the parameters of the linear combination for computing
the ELMo vector, which include the softmax-normalized weights
stask

j for the representation vectors of the token and the scalar
parameter γ task that enables the task model to scale the ELMo
vector, and they can be learned by training the task-specific
model.

The following special explanations are provided:

(i) Given a sequence of N tokens (t1, t2, . . . , tN), the input vector
representations of each token in sequence (x1, x2, . . . , xN)
are context-independent token representations that are
acquired from other neural language models, such as
CNN-BIG-LSTM (large number of LSTM units along with
character-level convolutional neural networks) [62] and
character convolutional neural nerworks (CharCNN) [63].

(ii) In each of the L hidden layers, there is one LSTM cell (Figure
1f), but N tokens are fed to the cell unit at N time steps, in
each of which the networks share the weights. The outputs
of the LSTM cell at the k-th time step, namely, the hidden
state hk, can be regarded as a representation of the token tk,
which are computed as:

fk = σ
(
Wforget • [hk−1, xk] + bforget

)

ik = σ
(
Winput • [hk−1, xk] + binput

)

∼
Ck = tanh

(
Wcell • [hk−1, xk] + bcell

)

Ck = fk ∗ Ck−1 + ik ∗ ∼
Ck

ok = σ
(
Woutput • [hk−1, xk] + boutput

)

hk = ok
∗ tanh (Ck) ,

where fk, ik and ok are the outputs from neural network layers
of LSTM networks, which are called the forget gate layer, input

gate layer and output gate layer, respectively, and
∼
Ck and Ck are

the candidate and updated cell states, respectively. The input

of the k-th time step xk and the output of the last step hk−1

are concatenated as the input of three gate layers, which are
the sigmoid layers, by outputting a vector of values that are
between 0 and 1 to control or select the information. Similarly,
the tanh layer outputs a vector of values that are between −1

and 1 to create a new candidate cell state
∼
Ckthat can be added

to the state to update the cell state. The cell state is the key
element of LSTM networks, which runs through all time steps
with only minor linear interactions to realize long-term memory.
The output state of each time step hk is converted into input for
the next time step to realize short-term memory.

(3) In the computation of the ELMo vector, the representations
from each LSTM layer hj,kfor j = 1, 2, . . . , L correspond to the
concatenation of the forward hidden state and backward hidden
state, namely, [hforward

k,j ; hbackward
k,j ], whereas hj,kfor j = 0 corresponds

to the vector representation that is learned from the other
context-independent word-embedding model, namely, xk.

The following points should be considered: (1) The ELMo
vector can be derived not only from the linear combination of
the intermediate layer representations but also from only the
top layer of the LSTM network, which can be referred to as a
variant of the ELMo vector. (2) The learned ELMo vector ELMotask

k

can be directly fed as the input to the supervised model of
the downstream task, while the ELMo enhanced representation,
such as [xk; ELMotask

k ], which is obtained by concatenating the
ELMo vector with xk can also be passed to the downstream task
model. In addition, the ELMo vector can be used at the output
layer of the downstream task by concatenating it with the hidden
states of the downstream model. (3) The parameters of the bidi-
rectional LSTM model, which include the number of LSTM layers
L, the dimension projection and the units of the L layers, should
be assigned. Bidirectional LSTMs can capture various types of
contextual information. Previous studies on NLP [64] have shown
that the lower layers easily capture syntactic information, while
the higher layers represent semantic information; therefore, the
selection of L is important. In the ELMo model, L = 2 bidirectional
LSTM layers are used. Assume the dimension projection, namely,
the dimension of the hidden state vector hforward

k,j or hbackward
k,j , is M.

Then, the bidirectional L-layer LSTMs have 8 × M units because
there are four neural network layers (three gate layers and a tanh
layer, four yellow rectangles as presented in Figure 1f) in each
of the forward and backward LSTM layers, and the dimension
of hk, which is the concatenation of the hidden-state vectors,
is 2 M, which is the same as the dimension of the input token
embedded vector xk.

For protein tasks, the LSTM-based sequence representation
approaches are usually conducted on the character level,
namely, each amino acid in a sequence is input as a token
into the sequence embedding model. The input amino acid
sequence is typically embedded by the uncontextualized
token representation before the LSTM language model-based
embedding, which can map each amino acid of the input
sequence to a fixed-length vector without considering the
information of neighboring words, such as CharCNN. The final
representation of each amino acid in sequence is acquired from
the hidden states of the forward and backward directions of each
LSTM layer. In addition to the directional LSTMs, the multilayers
of unidirectional LSTMs are also used for the embedding
scheme. For instance, the UniRep (the unified representation)
approach [48] uses a model with 1900-hidden-unit multiplicative
LSTM to learn amino acid embeddings, in which the UniRep
representation is constructed as the average of the 1900-unit
hidden states of the model, which can integrate information
across distant amino acids. The LSTM-based model can capture
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general features of protein fitness landscapes that extend
beyond task-specific training data.

Transformer-based embedding scheme

(BERT and its derived models). The transformer model [65] uses
the encoder–decoder architecture, which is formed by stacked
encoders and decoders. Each encoder contains two parts: a
self-attention layer and a feed-forward layer (dense layer). Each
decoder also contains a two-layer network that corresponds to
the encoder, but there is an attention layer between the two
layers. The most popular language model at present, namely
BERT, is based on transformers that are widely used in NLP,
such as machine translation, speech recognition and text min-
ing. In bioinformatics, BERT-based models have been used for
biomedical text mining [47], structure prediction and protein
engineering [66].

The encoder–decoder framework (Figure 1g) is a widely used
architecture in deep learning, the process of which is to generate
a target (y1, y2, . . . , yn) through the intermediate representation of
the input sentence x = (x1, x2, . . . , xm). The encoder and decoder
can choose different models according to the tasks of NLP, such
as text processing and speech recognition, for which the recur-
rent neural network (RNN) model is typically used, and image
processing, for which the CNN model is always used. Here, we
consider the RNN encoder–decoder as an example. The encoder
aims at encoding the input into an intermediate semantic rep-
resentation C through a nonlinear transformation, which is rep-
resented as C = fc(h1, h2, . . . , hm), where ht = fenc(xt, ht−1) is a
hidden state of the encoder model at time t, while the decoder
generates output at each time step according to the intermediate
semantic representation C through a nonlinear transformation
yi = fdec(C, yi−1), for i = 1, 2, . . . , n; fenc, fc and fdec are nonlinear
functions. In the encoder–decoder framework, there are no dif-
ferences among the semantic encodings C of all input words that
are used to generate the output word at each time step, namely,
all words of the input source have the same influence on the
generation of the target output yi. If the input source is long,
as the semantic information is reflected by only one semantic
vector C, the information of each input word has disappeared,
and a substantial amount of detailed information will be lost.
Therefore, the introduction of the attention mechanism into the
encoder–decoder architecture is important.

In the encoder–decoder model with attention mechanism
(Figure 1h), the attention distribution coefficient is incorpo-
rated into the semantic encoding of each input word, namely,
the intermediate semantic representation C, is replaced by a
semantic encoding that is adjusted by the attention distribution
according to the current output. The semantic encoding in the
attention model can be represented as Ci = fc(ait, fenc(xt, ht−1)) =
fc(ait, ht), for i = 1, 2, . . . , n, t = 1, 2, . . . , m, where m is the length
of the input source sentence, n is the number of outputs, and ait

is the attention distribution coefficient for the t-th input word
of the source sentence when outputting the i-th target word. fenc

denotes the transformation function of the input in the encoder
model, and fc denotes the transformation function for gener-
ating the semantic representation of the whole input sentence
according to the intermediate representation of each input word
and is essentially a weighted sum function. Then, Ci can be
represented as Ci = ∑m

t=1aitht, where ht refers to the semantic
encoding to which the encoder maps the input xt. Then, in the
decoder, the conditional probability of generating the output at
time step i can be defined as p(yi|y1, y2, . . . , yi−1, x) = fc(yi−1, si, Ci),

where si is the hidden state for time i, which is computed as
si = fdec(si−1, yi−1, Ci). The semantic vector Ci, which was computed
previously, depends on a sequence of encoding representations
(h1, h2, . . . , hm), and there are many approaches to computing
the weight ait, among which the classical computation is ait =

exp(eit )∑m
t=1 exp(eit )

, where eit = fa(si−1, ht), eit refers to the alignment of the
output at time i, namely, the match score between the output
words at time i and all time steps of the input sequence, and fa

usually uses the tanh activation function [67].
In the encoder–decoder architecture with attention mecha-

nism, an attention mechanism is utilized between the target
and all elements of the input source, while encoder–decoder
architecture with self-attention refers to the use of an attention
mechanism between the internal elements of the input source or
the elements of the target. The self-attention model dynamically
generates the weights between connections, which can capture
the detailed features between words in the same sentence, such
as syntactic or semantic features in a language model. Moreover,
the introduction of self-attention into a model can facilitate the
capture of the long-distance interdependent features in sen-
tences and can help increase the parallelism of the calculations.
Therefore, self-attention is gradually being widely used.

As discussed above, the transformer model (Figure 1i)
consists of stacked encoders and decoders that contain self-
attention and attention. The main process of the transformer
model can be described as follows: (1) first, the inputs are
processed via an embedding operation, and positional encoding
information is added to them, after which they are passed to the
encoder. (2) Encoder layers are stacked together. Each encoder
layer contains two sublayers, namely, a self-attention and a
fully connected feed-forward network, both of which are added
with residual connection and normalization. (3) Decoder layers
are also stacked together, each of which is passed with the
outputs of the final encoder layer. Compared to the encoder
layers, a third sublayer, namely, the attention layer is inserted
and the self-attention sublayer in decoder stack is modified
by the masked self-attention. Masking, which is an important
technology of the transformer model, refers to the hiding of
values to make them have no effect when the parameters
are updated during model training. Two types of masking are
typically used in the transformer model: padding masking and
sequence masking. Padding masking refers to filling various
positions with meaningless values or truncating the sequences
to the same length; thus, these positions can be assigned very
large negative values so that the probabilities of these positions
will be close to 0. Sequence masking, which is only used for the
self-attention of the decoder, renders the decoder unable to see
future information because, for a sequence, the output at time
i of the decoder should depend only on the outputs before time
i, not the outputs after time i. (4) The output layers include a
dense layer and a softmax layer, from which the probability of
the target is obtained as the final result of the model.

The following observations are made: (1) The encoder can be
calculated in parallel, whereas decoding cannot be conducted for
the whole sequence at the same time but is conducted entry by
entry, similar to the RNN model. (2) A vector of positional encod-
ing is added with the embedding vector of input words before the
first encoder layer and the first decoder layer, which can deter-
mine the position of each word in the sequence. The reason for
adding positional encoding information is that the transformer
model lacks the ability to capture sequential sequences; hence,
regardless of how the structure of the sentence is disrupted, the
results of the transformer are similar. The positional encoding
can be obtained via various approaches, such as calculating with
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sine and cosine functions [65] or learning from the embedding
model [68–71].

BERT [46], which is based on a bidirectional transformer
encoder and could be the state-of-art language representation
model at present, contains two main technologies: a transformer
architecture and unsupervised pretraining. The main compo-
nents of the BERT model include (1) representations of inputs,
which are obtained by summing three embedding vectors of
inputs: token embeddings, segment embeddings and position
embeddings; (2) transformer blocks, which contain multilayer
bidirectional transformer encoders. The base and large BERT
models are proposed by previous studies [46], in which the size
of the transformer blocks (the number of layers) is 12 and 24, the
hidden size of the model is 768 and 1024, and the number of self-
attention heads is 12 and 16, respectively. There are two steps
in the BERT framework: pretraining the BERT model and fine-
tuning the BERT model. The BERT model should be pretrained
by using the unsupervised tasks, and during fine-tuning, the
pretrained parameters are used to initialize the BERT model, and
the initialized model is fine-tuned using labeled data from the
downstream tasks.

From architectures of these types of contextual embedding
approaches, BERT (transformer-based representation) are deep
architectures with more than 12 layers of neural networks,
while the ELMO (LSTM-based representation) are a shallow
architecture that only uses three layers of bidirectional LSTMs.
Previous studies demonstrate that a model with deep networks
can outperform a shallow model when training on a large
amount of unlabelled data. Moreover, both BERT and its variants
(transformer-based representation) use an encoder–decoder
framework that is based on an attention mechanism and can
outperform sequential models such as RNN- or LSTM-based
models, including by improving the parallelism of the model
and alleviating the problems that are posed by the long-term
dependency. However, the BERT model applies the masked
language model with a bidirectional transformer encoder
architecture that can meet the needs of language representation
models for the encoding of complete input sentence when
only using encoders and not decoders because the BERT model
performs very well on tasks of many types.

Other sequence representation methods
for some specific protein tasks
Except the widely used representation learning types of the first
three groups mentioned above, there are also some task-specific
protein sequence representation approaches, such as extracted
features-based representation and graph computation-based
representation as described in Table 1. For example, in the
article [49] about the protein structure prediction by Zhou
group, physio-chemical properties of amino acids, PSSM profile
and the hidden Markov Model sequence profiles are extracted
as features for representing protein sequence to predict the
protein structural properties using bidirectional RNNs. A recent
research by Andrew et al. [50] presents a deep learning-based
system for protein structure prediction, namely AlphaFold,
and has received a lot of attention recently because of a
considerable advance in protein-structure prediction. In this
research, a set of sequence and multiple sequence alignment
(MSA) features including sequence MSA results, PSSM profiles,
hidden Markov Model sequence profiles, residue index and
so on, are calculated by a number of tools (PSI-BLAST [72],
HHblits [73], HHpred web server [74], etc.), and are used as

input for the prediction neural network. The articles about drug
discovery, design and polypharmacy side effects [51–53] apply
the graph convolutional networks (GCN) for predictions. In these
works, both node features and edge features are calculated
for constructing graphs, and results demonstrate that GCN
can learn the features for the interaction information of drug–
protein, protein–protein and drug–drug. Though they cannot be
widely used for all of protein prediction tasks that use deep
learning, these representations are effective to some specific
tasks.

Discussion and outlook
According to the theoretical analysis and architecture introduc-
tion of each type of representation schemes, the advantages
and disadvantages of them are clearly indicated. It is beneficial
for the researchers to choose a suitable representation scheme
for their own task requirements. For end-to-end representa-
tion learning, great quantity of data with labels is essential to
learn feature information of sequences by training deep neural
networks. Therefore, end-to-end learning-based representation
approaches can be applied for the downstream tasks that large
labeled data sets are available. Moreover, CNN, RNN (especially
LSTM) or combination of them are usually applied as the neu-
ral network layers that construct the models of these down-
stream tasks such as the prediction tasks about protein function
and classification (e.g. the prediction of DNA-binding protein,
RNA-binding protein, protein–protein interaction and subcel-
lular localization) [30, 35–37]. For non-contextual embedding
schemes such as word2vec and doc2vec, downstream tasks that
use these representation approaches, such as the predictions of
protein family classification, functional properties or disordered
protein identification, cannot achieve very good performance
because protein sequences must be split into words (i.e. ‘n-
grams’ that is mentioned previous) but there are no criterion
or universal methods for sequence division. Thence, the non-
contextual embedding approaches are gradually replaced by
the contextual embedding schemes such as transfer learning-
based representation approaches. Even though both of them
are unsupervised learning representation approaches based on
the pretrained models, non-contextual embedding approaches
mentioned above for protein sequence representation are on
word level in which sequence splitting and length of words (i.e.
parameter n in ‘n-grams’) are uncertain, while transfer learning-
based representation approach for protein sequences can be
conducted on the character level (i.e. each single amino acid in a
sequence). Another point that needs to be addressed is the non-
contextual embedding architectures are shallow, while the archi-
tecture of contextual embedding models is based on deep neural
networks. Because of that, more useful feature information of
sequence can be learned by the deep representing models. More-
over, transfer learning-based representation approaches can be
applied for prediction tasks with large dataset as well as tasks
with small dataset. Hence, the state-of-art transfer learning-
based representation techniques such as LSTM-based repre-
sentation (ELMo model) and transformer-based representation
(BERT model) can be used for protein prediction tasks. For ELMo-
based representation model (LSTM-based model), the final ELMo
vector for sequence representation can be used as input features
for the prediction model of downstream tasks, while for BERT-
based representation model (transformer-based model) the pre-
diction model of downstream task should be constructed in the
same way as the BERT model. Moreover, theoretically speaking,
BERT-based representation model can learn more and better
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useful features of sequences than ELMo-based representation
model because that the ability of extracting features of trans-
former is higher than LSTM, and the train data and param-
eters that are needed for BERT model are more than ELMo
model. LSTM-based representation (ELMo and its derived mod-
els) has become popular in some tasks such as the prediction
of protein secondary structure, protein function and evolution-
ary understanding [48, 61], in which excellent performance are
achieved. The application of BERT (transformer-based repre-
sentation model) for protein-related prediction tasks is in the
exploratory stage. In addition, there are some special represen-
tation approaches for certain specific tasks. For example, graph
representation (GCN model) is usually applied for representing
the associations between protein–protein pairs, protein–drug
pairs or drug–drug pairs in tasks about drug discovery [51–53,
75]; manually extracted feature-based representation methods
are often used in prediction of protein structure [49, 50, 76]
in which a set of features including various types of protein
sequence features and multiple sequence alignment features
such as physicochemical properties of amino acids and distance
between pairs of residues extracted by various of algorithms or
tools are used for representing protein sequence and are then
used as input into the task model. It is because that for graph rep-
resentation nodes and edges in the graph can represent protein-
s/drugs and interactions between them, respectively; while for
manually extracted feature-based representation, more infor-
mation about the structure may be conveyed from many kinds
of extracted sequence features by training deep neural net-
work that can improve the performance of protein-structure
prediction.

Due to the availability of a large amount of protein sequence
data, sequence-based deep learning techniques have become
popular in protein engineering tasks, in which protein embed-
dings are a major factor in controlling model performance. In
this review, we concentrate on the analysis of types of pro-
tein embedding approaches. We divided the protein embedding
approaches into four large categories and reviewed the devel-
opment and variants of these types of embedding approaches,
and we theoretically described and compared the architectures
of types of embedding models. We hope this study will help
researchers select suitable protein embedding methods for pro-
tein engineering tasks.

Unfortunately, due to the relative immaturity of the applica-
tion of deep learning technologies in protein engineering, there
remains a lack of standardization for protein embedding in this
field. Additional comparisons of embedding models that are
used for protein tasks must be performed to assess the available
methods for protein embedding. Moreover, due to the huge and
increasing availability of protein sequences and the increasing
power of deep learning technology, the development of effective
protein embedding methods to better utilize this technology in
bioinformatics is imperative.

Key Points
• This paper reviewed the development and detailed

model architectures of protein sequence representa-
tion learning approaches.

• We classified protein sequence representation learn-
ing approaches according to the language models in
nature language processing field.

• We discussed the advantages and disadvantages of
each sequence representation category.

• This paper also provided a theoretical guidance for
researchers who aim to choose a suitable sequence
representation approach for their tasks.
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